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Traditional Supervised Learning Setting

D = {(x1, y1), . . . , (xn, yn)}

The goal is to learn a function
mapping inputs to outputs.

The	goal	of	our	method	is	to	train	a	network,	
f,	mapping from	inputs	to	outputs	that	we
care	about,	without	needing direct	examples	
of	those	outputs.
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Tracking	an	object	in	free	fall
• In	the	first	experiment,	we	record	videos	of	an	object being	
thrown	across	the	field	of	view	and	aim	to	learn the	object’s	
height	in	each	frame.
• Mapping:
• the	plot	of	the	object’s	height over	time	will	form	a	parabola:



Tracking	an	object	in	free	fall



 Given	any	trajectory	of	N height	predictions,	f(x)	,	we fit	a	parabola	
with	fixed	curvature	to	those	predictions,	and minimize	the	resulting	
residual.

a = [a�t2, a(2�t)2, ..., a(N�t)2]



Tracking	an	object	in	free	fall

Label-free 90.1% vs 94.5 Supervised Learning



Tracking	the	position	of	a	walking	man



Detecting	objects	with	causal	relationships

Task: predict whether each image contains Mario (red)
and Peach (yellow), knowing only that Peach => Mario



Detecting	objects	with	causal	relationships

• Explore	the	possibilities	of learning	from	logical	constraints	
imposed	on	single	images.
• Our	aim	is	to	create	a	pair of	neural	networks	f	=	(f1	,	f2) for	
identifying	Peach	and Mario,	respectively.
• Rather	than	supervising	with	direct	labels,	we	train the	networks	
by	constraining	their	outputs	to	have	the	logical relationship	
y1	⇒ y2
• Need three complicated loss function:

• h1	forces	rotational	independence	of	the	output by	applying	a	random	
horizontal	and	vertical	reflection ρ,	to	images.

• h2	and h3	allows	us	to avoid	trivial	solutions	by	encouraging	high	
standard	deviation and	high	entropy	outputs,	respectively.









• Inspired	by	human’s	‘transitivity’	learning and	inference	ability
• From one intermediate domain => multiple intermediate domain
• Automatically select the useful subset of data from each intermediate
domain
• Almost all existing transfer learning methods (instance weighting,
feature mapping, model adaptation) assume the source and target
domain are closely related.
• The	goal	of	DDTL	is	to	exploit	the	unlabeled	data	in	the	intermediate
domains	to	build	a	bridge	between	the	source	and target	domains



Incorporating side information (source and target domains have label information)
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